# **Лабораторная работа 1. Анализ литературы с использованием библиографического менеджера**

### **ФИО**

Алмаев М. В., Голенков В. А. (6114-100503D)

### **Topic**

Generalization; Gaussian Processes; Deep Learning

### **Описание предметной области**

Данный топик охватывает исследования в области Deep Learning, в частности на основе использования гауссовских процессов и обобщения. Deep Learning - семейство алгоритмов обучения которые могут быть использованы для изучения сложных моделей прогнозирования. Гауссовский процесс - набор случайных величин, любое конечное число которых имеет совместное гауссово распределение, случайная функция или распределением по функциям. Обобщение - поиск правил, согласующихся с имеющимися данными, которые применимы к новым условиям.

### **Недостаток (Gap)**

Недостаточная надёжность обобщения Гауссовских процессов при наличии шума в данных.

### **Идея**

### Разработать новые методы обобщения Гауссовских процессов, которые будут одинаково хорошо работать при различных уровнях шумов.

### **Обзор**

При решении задач глубинного обучения нейронных сетей большое внимание уделяется изучению использования в них Гауссовских процессов, иначе говоря случайных функций или распределений по функциям [[1]](https://www.zotero.org/google-docs/?umwi9v) и генерализации, т.е. обобщения - поиска правил, согласующихся с имеющимися данными, которые применимы к новым условиям [[2]](https://www.zotero.org/google-docs/?qBlaF6) , а также объединения этих двух методов, наглядные примеры которого представлены в статьях Sun Shengyang и Zoubin Ghahramani[[3], [4]](https://www.zotero.org/google-docs/?rBcrlq). В статьях [[3], [5], [6], [7]](https://www.zotero.org/google-docs/?RUg8kv) предложен ряд методов глубинного обучения, среди которых можно выделить предложенный Chu Wei и Andreas C. Damianou непараметрический Байесовский подход [[5], [6]](https://www.zotero.org/google-docs/?SgTobH), позволяющий применять глубокие модели даже при недостатке данных, также можно выделить формулировку DGPS[[7]](https://www.zotero.org/google-docs/?0jzRqI) предложенную Catajar Kurt, главным плюсом которой является её масштабируемость, и метод использования нейросетей в качестве средней функции Гауссовских процессов описанный Iwata Tomoharu [[3]](https://www.zotero.org/google-docs/?f4eHA5). В статье [[8]](https://www.zotero.org/google-docs/?4gOjOL) показаны примеры использования гауссовского процесса с выходными данными переменной размерности. В ходе исследований [[9], [10]](https://www.zotero.org/google-docs/?hVfM6r) проведён анализ эффективности Гауссовских процессов по сравнению с априорными данными в глубоких нейронных сетях [[9]](https://www.zotero.org/google-docs/?QZivna), а также с конечными Бейсовкими глубокими сетями [[10]](https://www.zotero.org/google-docs/?tCUgU8).

Нами была выявлена важная проблема в рамках данной предметной области, а именно недостаточная надёжность обобщения Гауссовских процессов при наличии шума в данных. Путь её решения состоит в том, чтобы разработать новые методы обобщения Гауссовских процессов, которые будут одинаково хорошо работать при различных уровнях шумов.
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